Assessing the thermodynamic signatures of hydrophobic hydration for several common water models
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Following the conclusions of an information theory analysis that hydrophobic hydration is dictated by the equation of state of liquid water, we perform simulations of ten different water models to examine the correlation between the fidelity of each model to the experimental density of liquid water and the accuracy of its description of methane hydration. We find that the three- and five-point water models provide an inferior description of both the liquid density and methane solubility compared to the four-point water models. Of the four-point water models, TIP4P/2005 provides the best description of both the aqueous equation-of-state and methane hydration thermodynamics. When the optimized potentials for liquid simulation united-atom description for methane is used, we find that while the entropy and heat capacity of methane hydration are in excellent agreement with experiment, the chemical potential and enthalpy are systematically shifted upwards. We subsequently reoptimize the methane interaction to accurately reproduce the experimental solubilities as a function of temperature by accounting for missing attractive interactions. © 2010 American Institute of Physics. [doi:10.1063/1.3366718]

I. INTRODUCTION

While it is reflexively understood that “oil and water do not mix,” the thermodynamic puzzle of hydrophobic hydration extends beyond the meager aqueous solubility of nonpolar species to include the characteristic dependence of their solubility on temperature as well. At room temperature, the dissolution of nonpolar gases is favored by negative enthalpic contributions, but these are overwhelmed by an unfavorable negative entropy. With increasing temperature hydration eventually becomes entropically favored but soundly disfavored by a dominant positive enthalpy. The role reversal of enthalpy and entropy in opposing dissolution is indicative of a large, positive hydration heat capacity. Historically, the negative dissolution enthalpy and entropy at ambient conditions was interpreted as solute induced freezing of vicinal water molecules. 1 While providing a compelling picture, there is little experimental 2 or theoretical 3,4 evidence for an icelike hydration shell enclathrating hydrophobic moieties. Moreover, this picture does not address the heat capacity increment in a facile manner. This “iceberg” model for hydrophobic hydration has thereby become increasingly debatable over time. 5

The hydration-free energy can be measured directly through equilibrium partitioning measurements of a solute (s) between an aqueous and vapor phase. At low pressures, the Ostwald partition coefficient, defined as

\[
\frac{\rho_{sq}}{\rho_{s}} = \exp(-\beta \mu_{s}^w),
\]  

describes the solute distribution between an ideal gas (ig) and aqueous (aq) liquid phase. In this expression, \(\rho_{s}\) is the density of the solute in phase \(s\), \(\beta^{-1} = kT\) is the product of Boltzmann’s constant and the absolute temperature, and \(\mu_{s}^w\) is the solute’s excess chemical potential in the condensed aqueous phase.

Traditionally, the excess chemical potential of simple spherical solutes is divided between two contributions: the work associated with inserting a purely repulsive, solute-sized cavity into solution and the work of turning on attractive interactions between the solute and surrounding solvent. Based on an information theory analysis, Garde et al. 6,7 demonstrated the repulsive cavity contribution to the chemical potential can be modeled as

\[
\mu_{cav} = aT + bT \rho_w^2,
\]  

where \(\rho_w\) is the density of water. The parameters \(a\) and \(b\) are derived from integrating the pure-water pair correlation function over the cavity volume and thereby depend on the solute radius. Empirically, however, \(a\) and \(b\) are found to be independent of temperature. Attractive contributions to the chemical potential, on the other hand, are well described following the van der Waals prescription that dispersion interactions are proportional to the solvent density,

\[
\mu_{cav}^w = c \rho_w.
\]  

The parameter \(c\) encapsulates the strength of solute-water attractive interactions, and, as for the parameters of Eq. (2), is temperature independent. For hydrophobic solutes at infinite dilution then, the total hydration-free energy is

\[
\mu_{s}^w = \mu_{cav} + \mu_{cav}^w.
\]
\[ \mu_s^* = \mu_{\text{cav}}^* + \mu_{\text{vdW}}^* = aT + bT \rho_w^2 - c \rho_w. \]

When \( a, b, \) and \( c \) are employed as fitted constants, this expression accurately captures the characteristic thermodynamic signatures of hydrophobic hydration described above, attributing them to the unique equation-of-state properties of liquid water at ambient pressures, like the temperature of maximum density (\( T_{\text{MD}} \)) at 4 °C and its comparatively temperature insensitive isothermal compressibility.\(^8\)

It can be argued that the equation-of-state anomalies of liquid water reflect an underlying icelike hydrogen-bond network, which in turn impact hydration and potential iceberg formation through Eq. (4).\(^9\) However, simulation studies of the isotropic Jagla model, which exhibits a \( T_{\text{MD}} \) like water but does not form a hydrogen-bond network, reproduce the characteristics of hydrophobic solvation with no possibility of iceberg formation.\(^12\) Similar conclusions were drawn for an isotropic model for liquid water that reproduces the room temperature pair-correlation structure of water.\(^13\) Analytical equation-of-state studies of a waterlike model that lacks a three-dimensional network also reproduce the signatures of hydrophobic hydration.\(^14\) One could conclude then that hydrophobic hydration is most directly influenced by water’s equation of state, while solute-induced structuring potentially only plays a secondary role.\(^4\)

In a simulation study of methane and xenon hydration in six different models for water, Paschek\(^8\) and Krouskop et al.\(^15\) found a strong correlation between hydration thermodynamics and the equation of state of each water model. Since different simulation models reproduce the experimental densities of liquid water with varying success, Paschek\(^9\) concluded that the development of a model that accurately reproduces the liquid anomalies of water is essential for providing an accurate description of hydrophobic hydration.

Since that study a number of new water models have been developed. Here, we expand Paschek’s\(^8\) original studies that considered only six different water models (three three-point models: TIP3P, SPC, and SPC/E;\(^18\) two four-point models: TIP4P and TIP4P/Ew;\(^19\) and one five-point model: TIP5P\(^20\)) to ten water models (adding three four-point models: TIP4P/Ice, TIP4P/E,\(^21\) and TIP4P/2005\(^23\)) and one five-point model: TIP5P/Ew\(^24\)) to further explore the relationship between a model’s fidelity to the liquid equation of state and its description of hydrophobic hydration.\(^28\) Since the density anomalies of water are thought to influence hydration thermodynamics through Eq. (4), we determine the \( T_{\text{MD}} \) at atmospheric pressure for each water model and explore hydration from approximately 20 °C below to 100 °C above the density maximum. Extending beyond Paschek’s\(^9\) original studies, we extract the enthalpic, entropic, and heat capacity signatures of methane hydration at ambient conditions from the temperature dependence of the chemical potential, and use these thermodynamic quantities as an additional metric to assess the quality of the simulated water models. Based on our thermodynamic analysis, we propose a reoptimization of methane-water interactions that best captures the solubility of methane over a broad temperature range for the water model that best describes the liquid density.

### II. SIMULATION DETAILS

We performed isothermal-isobaric ensemble simulations of ten popular water models at atmospheric pressure. Simulations were conducted using AMBER 9.0.\(^9\) The water models examined include several three-point (TIP3P, SPC, SPC/E), four-point (TIP4P, TIP4P/Ew, TIP4P/Ice, TIP4P/2005), and five-point (TIP5P, TIP5P/Ew) water models. First, we identified the temperature at which each water model exhibits its \( T_{\text{MD}} \). Subsequent

<table>
<thead>
<tr>
<th>Model</th>
<th>( \rho_w(25 \degree C) ) (g/cm(^3))</th>
<th>( \alpha_w(25 \degree C) \times 10^4 ) (K(^{-1}))</th>
<th>( T_{\text{MD}} ) (°C)</th>
<th>( \rho_w(T_{\text{MD}}) ) (g/cm(^3))</th>
</tr>
</thead>
<tbody>
<tr>
<td>TIP3P</td>
<td>0.997</td>
<td>2.61</td>
<td>3.2(^b)</td>
<td>1.000</td>
</tr>
<tr>
<td>SPC</td>
<td>0.9853</td>
<td>0.0001</td>
<td>-74.2 (1.4)</td>
<td>1.0388 (0.0003)</td>
</tr>
<tr>
<td>SPC/E</td>
<td>0.9772</td>
<td>0.0002</td>
<td>-51.1 (0.9)</td>
<td>1.0096 (0.0002)</td>
</tr>
<tr>
<td>TIP4P</td>
<td>0.9934</td>
<td>0.0001</td>
<td>-24.9 (0.9)</td>
<td>1.0129 (0.0005)</td>
</tr>
<tr>
<td>TIP4P/Ew</td>
<td>0.9950</td>
<td>0.0002</td>
<td>-19.2 (1.0)</td>
<td>1.0076 (0.0002)</td>
</tr>
<tr>
<td>TIP4P/Ice</td>
<td>0.9929</td>
<td>0.0004</td>
<td>-2.2 (1.0)</td>
<td>1.0000 (0.0002)</td>
</tr>
<tr>
<td>TIP4P/2005</td>
<td>0.9964</td>
<td>0.0003</td>
<td>23.4 (1.0)</td>
<td>0.9992 (0.0004)</td>
</tr>
<tr>
<td>TIP5P</td>
<td>0.9973</td>
<td>0.0002</td>
<td>14.1 (1.2)</td>
<td>0.9974 (0.0003)</td>
</tr>
<tr>
<td>TIP5P/Ew</td>
<td>1.0031</td>
<td>0.0004</td>
<td>2.6 (1.1)</td>
<td>1.0008 (0.0002)</td>
</tr>
</tbody>
</table>

\(^a\)Experimental data for water from the liquid state and into the supercooled region were taken from Refs. 37 and 38, respectively. They were subsequently fit to the Laurent polynomial described in the table caption to obtain temperature derivative derivatives.

\(^b\)The experimental \( T_{\text{MD}} \) of water is typically reported as occurring at 4 °C rather than at 3.2 °C. We obtained this value by fitting experimental densities and solving \( \alpha_w(T_{\text{MD}})=0 \). Since the water density is very flat in the vicinity of the \( T_{\text{MD}} \), however, its precise location can be sensitive to the number of points included in the Laurent polynomial fitting.
simulations were conducted from temperatures approximately 20 K below to 100 K above the $T_{MD}$. The melting points of most water models lie from 20 to 30 °C below the $T_{MD}$, so we may conclude that the liquid phase is stable, or only marginally supercooled, at the lowest temperatures simulated. Consecutive simulations were spaced 10 K apart, except in the vicinity of the $T_{MD}$ where a 5 K increment was used. (The temperature ranges simulated are listed in Table S1 in the supplementary material.) Between 700 and 950 water molecules were simulated. Following equilibration for at least 0.5 ns, after which the densities and internal energies fluctuate about the long-time average, an additional 10 ns simulations were performed for evaluation of thermodynamic averages. The default AMBER cutoff of 8 Å was applied to water oxygen-oxygen Lennard-Jones interactions, beyond which missing contributions were added using a continuum correction. Electrostatic interactions were evaluated using Ewald summation. Berendsen’s thermostat and barostat were used to control the temperature and pressure.

Water configurations were periodically saved for postsimulation analysis of methane’s chemical potential. The excess chemical potential was evaluated using Widom’s test particle insertion formula

$$\mu^* = \langle \exp(-\beta \varphi_{sw}) \rangle_0,$$

where $\varphi_{sw}$ is the interaction between the solute and surrounding water when the solute is randomly placed within the solvent, and the brackets, $\langle \ldots \rangle_0$, indicate averaging over solvent configurations. This average was performed by exhaustively inserting 10 000 test methanes at random positions into 50 000 saved water configurations. Methane was modeled using the optimized potentials for liquid simulation (OPLS) united-atom potential (Lennard-Jones diameter and well-depth of $\sigma_w=3.73$ Å and $\epsilon_w=0.294$ kcal/mol, respectively). Cross water-methane interaction parameters were determined by the Lorentz–Bethelot combining rules [i.e., $\sigma_{sw}=(\sigma_w+\sigma_{sw})/2$ and $\epsilon_{sw}=(\epsilon_w \epsilon_{sw})^{1/2}$]. Direct methane-water interactions were truncated beyond a separation of 8.5 Å and supplemented with an analytical continuum correction for missing interactions.

III. RESULTS AND DISCUSSION

Based on the assumption that nonpolar solubilities are well described by Eq. (4), it follows that the potential of a water model to accurately mimic the thermodynamic signatures of hydrophobic hydration rests on its fidelity at reproducing the experimental liquid state properties of water. While the liquid densities of each water model are within 2% of the experimental value at room temperature (Table I), their temperature dependence along the one atmosphere isobar (Fig. 1) vary significantly from one model to another. The three-point water models, for example, exhibit $T_{MD}$’s well below the experimental melting point of ice with densities 1%-4% greater than actually observed (Table I). The thermal expansion coefficient ($\alpha_w = -\partial \ln \rho_w / \partial T |_\rho$) of the three-point models at 25 °C are at least a factor of 2 greater than experiment (Table I), which can be anticipated to impact the hydration entropy and enthalpy through the temperature derivatives of Eq. (4),

$$s^*_w = - \frac{\partial \mu^*_s}{\partial T} \bigg|_p = -a - b \rho_w^2 (1 - 2T \alpha_w) - c \rho_w \alpha_w$$

and

$$h^*_w = \mu^*_s + T s^*_w = 2bT^2 \rho_w^2 \alpha_w - c \rho_w (1 + T \alpha_w).$$

The five-point water models provide an improved description of liquid water [Fig. 1(c)], with $T_{MD}$’s that are only ~4 °C greater than experimentally observed (Table I). The density of TIPSP/Ew water at the $T_{MD}$ and room temperature is in much better agreement with experiment, even over TIP5P water. The improvement of the density of TIPSP/Ew over TIP5P should not be surprising, however, since this model was optimized to work better with Ewald summation. While the room temperature thermal expansion coefficients of the five-point models improve over the three-point models, they are still greater than the experimental value by nearly a factor of 2 (Table I).

The four-point models generally perform better than the three- and five-point models at reproducing the properties of water. While the original TIP4P model significantly under
TABLE II. Thermodynamic properties of methane hydration at 25 °C and atmospheric pressure. The enthalpy, entropy and heat capacity are determined by the derivatives $h^\mu_p = -T \partial (\mu^\mu_p / T) / \partial T|_p$, $s^\mu_p = -\partial \mu^\mu_p / \partial T|_p$, and $c^\mu_p = \partial h^\mu_p / \partial T|_p = T \partial s^\mu_p / \partial T|_p$. The temperature derivatives were evaluated by fitting Eq. (4) to the simulation chemical potentials (fitted parameters are listed in Table S2 in Ref. 27).

<table>
<thead>
<tr>
<th></th>
<th>$\mu^\mu_p$ (kcal/mol)</th>
<th>$h^\mu_p$ (kcal/mol)</th>
<th>$s^\mu_p$ [cal/(K mol)]</th>
<th>$c^\mu_p$ [cal/(K mol)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment</td>
<td>2.00</td>
<td>-2.72</td>
<td>-15.9</td>
<td>48.8</td>
</tr>
<tr>
<td>OPLS Methane</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TIP3P</td>
<td>2.12 (0.01)</td>
<td>0.048 (0.084)</td>
<td>-6.94 (0.27)</td>
<td>44.2 (1.9)</td>
</tr>
<tr>
<td>SPC</td>
<td>2.13 (0.01)</td>
<td>-0.59 (0.09)</td>
<td>-9.11 (0.28)</td>
<td>43.4 (3.9)</td>
</tr>
<tr>
<td>SPC/E</td>
<td>2.23 (0.01)</td>
<td>-1.30 (0.10)</td>
<td>-11.8 (0.3)</td>
<td>39.0 (3.8)</td>
</tr>
<tr>
<td>TIP4P</td>
<td>2.21 (0.01)</td>
<td>-1.14 (0.03)</td>
<td>-11.2 (0.1)</td>
<td>44.4 (2.2)</td>
</tr>
<tr>
<td>TIP4P/Ew</td>
<td>2.21 (0.01)</td>
<td>-1.93 (0.08)</td>
<td>-13.9 (0.3)</td>
<td>43.2 (3.4)</td>
</tr>
<tr>
<td>TIP4P/Ice</td>
<td>2.10 (0.02)</td>
<td>-3.46 (0.20)</td>
<td>-18.7 (0.6)</td>
<td>50.9 (6.2)</td>
</tr>
<tr>
<td>TIP4P/I</td>
<td>2.17 (0.01)</td>
<td>-2.81 (0.14)</td>
<td>-16.7 (0.5)</td>
<td>41.9 (4.6)</td>
</tr>
<tr>
<td>TIP4P/2005</td>
<td>2.21 (0.01)</td>
<td>-2.28 (0.13)</td>
<td>-15.0 (0.4)</td>
<td>47.2 (5.3)</td>
</tr>
<tr>
<td>TIP5P</td>
<td>1.93 (0.01)</td>
<td>-1.91 (0.10)</td>
<td>-12.9 (0.3)</td>
<td>76.5 (4.9)</td>
</tr>
<tr>
<td>TIP5P/Ew</td>
<td>1.93 (0.01)</td>
<td>-2.20 (0.10)</td>
<td>-13.8 (0.3)</td>
<td>78.2 (4.2)</td>
</tr>
<tr>
<td>HH-Methane</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TIP4P/Ew</td>
<td>2.04 (0.01)</td>
<td>-2.19 (0.06)</td>
<td>-14.2 (0.2)</td>
<td>41.5 (3.7)</td>
</tr>
<tr>
<td>TIP4P/I</td>
<td>1.97 (0.01)</td>
<td>-3.19 (0.20)</td>
<td>-17.3 (0.7)</td>
<td>42.7 (7.0)</td>
</tr>
<tr>
<td>TIP4P/2005</td>
<td>2.01 (0.01)</td>
<td>-2.60 (0.10)</td>
<td>-15.5 (0.3)</td>
<td>45.1 (3.8)</td>
</tr>
</tbody>
</table>

predicts the $T_{MD}$ of water, TIP4P/Ew, TIP4P/I, and TIP4P/2005 all lie within $\sim 10$ °C of the experimental value. TIP4P/Ice significantly over predicts the $T_{MD}$ of water, reflecting the fact that this model was optimized to reproduce the freezing point of water and solid phase polymorphism rather than the liquid properties. Of the four-point models, TIP4P/2005 most accurately reproduces the temperature of water from below the freezing point to the boiling point [Fig. 1b]. Additionally the $T_{MD}$ of TIP4P/2005 lies within 1 °C of the experimental value and the room temperature thermal expansion coefficient is only $\sim 10\%$ larger (Table I). The TIP4P/Ew and TIP4P/I water model bracket the results for TIP4P/2005. We may anticipate then that TIP4P/2005 may provide the best representation of methane solvation, followed in accuracy by the TIP4P/Ew and TIP4P/I models.

The room temperature methane hydration-free energies in differ water models lie within 10% of the experimental value (Table II), indicating that, much like the ambient density of water, solubility is not exacting enough to differentiate between models. Considering the temperature dependence of the solubility provides a more stringent test of our water and methane models. Like the density, the temperature dependence of methane’s excess chemical potential varies from water model to water model (Fig. 2). Despite these differences, the aqueous chemical potentials are quantitatively described by Eq. (4), permitting evaluation of hydration enthalpies, entropies, and heat capacities after taking appropriate temperature derivatives. In general, beginning from the lowest temperatures simulated, the excess chemical potentials tend to increase with increasing temperature (Fig. 2), indicating negative hydration entropies. Moreover, these free energies have a negative concavity, indicating a positive heat capacity increment upon hydration (i.e., $c^\mu_p = -T \partial^2 \mu^\mu_p / \partial T^2|_p > 0$). The thermodynamic signatures of hydration in these different water representations are therefore qualitatively correct, although we will see below that there is significant diversity in their quantitative details.

The variation of the methane hydration-free energy is stretched out over a larger temperature range than experiment for the three-point water models [Fig. 2(a)], suggesting the hydration entropies are more positive than experiment. The room temperature hydration entropies of the three-point models confirm this entropy increase (Table II). The resulting hydration enthalpy in TIP3P water at room temperature is zero within the simulation error, in marked contrast with the favorable, negative enthalpies typically associated with hydrophobic hydration. While both SPC and SPC/E perform better than TIP3P, their improvements are only marginal. The temperature dependence of the hydration enthalpy and entropy in SPC/E water is weaker than experiment, for example, having the lowest heat capacity of all the water models studied (Table II).

The room temperature hydration enthalpies and entropies of methane in the five-point water models are in improved agreement with experiment (Table II). The temperature dependence of these properties, however, is much stronger with heat capacities $\sim 60\%$ greater than experiment. The resulting hydration-free energies in TIP5P and
TIP5P/Ew exhibit a maximum in the neighborhood of 355 K where the entropy crosses zero [Fig. 2(c)], compared to experimental estimates of 413 K.

As with the description of water, the hydration thermodynamic properties of methane in the four-point water models display a superior agreement with experiment than either the three- or five-point models. The progenitor TIP4P model has the poorest agreement of the four-point models [Fig. 2(b) and Table II], similar to its weaker reproduction of the water isobar. Both the room temperature hydration enthalpy and entropy of methane in TIP4P/Ice are the most negative of all the water models (Table II), potentially reflecting persistent icelike structuring that manifest in the liquid equation of state. The three remaining four-point models, TIP4P/Ew, TIP4P/I, and TIP4P/2005, have the best agreement with the room temperature thermodynamic properties (Table II), in harmony with their superior descriptions of the liquid isobar. Of these three models, the room temperature enthalpy and entropy of TIP4P/I appears to be in the best agreement with experiment. This agreement, however, worsens with changing temperature since the heat capacity of TIP4P/I is in poorer agreement with experiment than TIP4P/Ew and TIP4P/2005. The room temperature hydration-free energies of these three models are all shifted up approximately 10% from the experimental value. As can be seen Fig. 3, the hydration-free energies of methane in TIP4P/2005 water as a function of temperature are essentially parallel to experiment. Since the hydration entropy is determined by the isobaric temperature derivative of the chemical potential [Eq. (6a)], the constant shift upward for TIP4P/2005 indicates that the principal difference with the experiment results from a constant positive enthalpic shift of approximately 0.20 kcal/mol. Subtracting 0.20 kcal/mol from the room temperature enthalpies of methane in TIP4P/I and TIP4P/2005 brings TIP4P/2005 into closer agreement with experiment, while that of TIP4P/I becomes lower than experiment (Table II). While the agreement for the chemical potential and enthalpy in TIP4P/Ew improves with this shift, the enthalpy shift does not compare as well with experiment as for TIP4P/2005, and the entropy is in poorer agreement than either TIP4P/2005 or TIP4P/I.

A conclusion that can be drawn from our observations is that TIP4P/2005 provides the best description of methane hydration of all the water models studied, but that the parameterization of the united-atom OPLS methane interaction with water underestimates attractive enthalpic contributions that can lower the enthalpy. To this end, we have reoptimized the methane-TIP4P/2005 water interaction to reproduce the excess chemical potential over the available range of experimental data from 0 to 85 °C.34 This new parameterization was achieved by varying the methane-water Lennard-Jones diameter and well-depth during test particle insertions along the water isobar to minimize the root-mean square difference between the simulation and experimental chemical potentials. The best fit cross methane-water Lennard-Jones parameters found are σw = 3.47 Å and εw = 0.2601 kcal/mol for a united-atom methane in TIP4P/2005 water. This reparameterization achieves a root-mean square difference of 0.007 kcal/mol over the experimental temperature range, which is comparable to the simulation error in the chemical potential (Table II). The simulation methane hydration-free energies are observed to be nearly indistinguishable from experiment (Fig. 3). The predominant change in the methane hydration thermodynamics in TIP4P/2005 at room temperature upon reoptimization is a lowering of the chemical potential and enthalpy, while the entropy and heat capacity are only marginally perturbed (Table II). The net result is a superior description of the solubility of methane in water. We refer to this reparameterized methane-water interaction as hydrophobic hydration methane (HH-Methane).

Assuming Lorentz–Bethelot combining rules, the direct methane-methane Lennard-Jones interaction for HH-Methane is σw = 3.781 Å and εw = 0.3349 kcal/mol. Compared to the OPLS methane parameters the Lennard-Jones diameter increases by 1.3%, while the well-depth more significantly increases by 14% in agreement with the assertion that the OPLS model largely underestimates attractive methane-water interactions. The united-atom OPLS methane interaction, which is equivalent to Siepmann’s united-atom TraPPE model,35 accurately reproduces the phase behavior of pure methane. Polarization effects are expected to be small for pure methane, since electrostatic contributions are minimal for hydrocarbons. When placed in water, however, electrostatic interactions are significant, and we attribute the increased well-depth for HH-Methane to polarization effects. Indeed, an improved description of methane solubility in TIP4P/Ew water has been recently reported when methane polarizability is taken into account.36

A question that naturally follows is: Is HH-Methane transferable between different water models? We have subsequently performed HH-Methane particle insertions in TIP4P/Ew and TIP4P/I water, the other two top performing water models, along their respective isobars to evaluate the chemical potential. As above, Lorentz–Berthelot combining rules were assumed to obtain cross methane-water interactions. The excess chemical potentials are shown in Fig. 3, and the calculated hydration thermodynamic properties at
room temperature are given in Table II. HH-Methane solubility in both TIP4P/Ew and TIP4P/I is improved over the OPLS description, with root-mean square differences from experiment of approximately 0.04 kcal/mol apiece over the available experimental temperature range. As with their descriptions of the liquid water density, the excess chemical potentials of methane in TIP4P/Ew and TIP4P/I bracket the TIP4P/2005 and experimental results (Fig. 3), consistent with the assertion that an accurate description of the liquid equation of state of water is prerequisite for an accurate description hydrophobic hydration. While methane solubility in TIP4P/Ew and TIP4P/I could be improved by individually reoptimizing interactions for each water model, the entropy and heat capacities of methane hydration are observed to be only weakly perturbed between OPLS and HH-Methane. We believe then that optimizing methane-water interactions can only take you so far, limited by the faithfulness of the water model to experiment.

IV. CONCLUDING REMARKS

We have demonstrated from simulations of ten different water models a close correspondence between the faithfulness of each model for reproducing the liquid density at atmospheric pressure and the model’s ability to account for the thermodynamic signatures of hydrophobic hydration. Of the models considered, it was found that the four-point models based on TIP4P water perform better than the three-point and five-point models. Most notably, TIP4P/2005, which provides the most realistic description of the experimental liquid density, provided the most accurate description of methane hydration. This was followed in accuracy by TIP4P/Ew and TIP4P/I. When methane is described using the united-atom OPLS model, the hydration-free energy in TIP4P/2005 is nearly parallel with the experimental results, vertically shifted up by an essentially constant value. This indicates that while OPLS methane dissolution exhibits the correct hydration entropy and heat capacity increment, it underestimates attractive enthalpic interactions between water and methane. Reoptimizing interactions, a new potential between methane and TIP4P/2005 water was developed (HH-Methane) that reproduces the thermodynamics of methane hydration over the entire range of available experimental data. When applied to the TIP4P/Ew and TIP4P/I models, HH-Methane exhibits a superior description of methane hydration than OPLS methane, although not as accurate as dissolution in TIP4P/2005 water. The main difference between HH-Methane and the OPLS model is a deeper methane-water attractive well, which we attribute to polarization effects in the aqueous environment not found in the pure hydrocarbon. This difference suggests a break down in standard Lorentz–Bethelot combining rules for transferring methane from an apolar to polar environment resulting from solute polarizability. Indeed, we anticipate a similar correction to attractive interactions for simulation models of alkanes longer than methane, which also show systematically larger vacuum-to-water transfer free energies than experiment.57
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25 The notation n-point water model indicates the number of sites explicitly included to model water-water interactions. Each model has a single Lennard-Jones site center on the water oxygen. The three-point models place electrostatic charges on the water oxygen and hydrogen sites. The four-point models place positive charges on the water hydrogens and a negative charge apiece along the dipole, slightly ahead of the water oxy-
gen. The five-point models place positive charges on the water hydrogens and negative charges on the lone pair sites.


27 See supplementary material at 10.1063/1.3366718 for Tables S1 and S2, which list fits of the water density and methane chemical potentials to simulation results.


30 Despite difficulties associated with Berendsen’s weak coupling algorithm for controlling the temperature and pressure, we do not observe chemical potential differences if Andersen’s thermostat is used at fixed density. We were unable to test alternate pressure control algorithms since only Berendsen’s barostat has been implemented in AMBER.


